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Abstract—In this paper we deal with the camera pose estimation problem from a set of 2D/3D line correspondences, which is also known as PnP (Perspective-n-Point) problem. We carry out our study by comparing PnP with the well-studied PnP (Perspective-n-Point) problem, and our contributions are threefold: (1) We provide a complete 3D configuration analysis for P3L, which includes the well-known P3P problem as well as several existing analyses as special cases. (2) By exploring the similarity between PnP and PnP, we propose a new subset-based PnP approach as well as a series of linear-formulation-based PnP approaches inspired by their PnP counterparts. (3) The proposed linear-formulation-based methods can be easily extended to deal with the line and point features simultaneously.
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I. INTRODUCTION

In a broad range of applications including computer vision [1], robotics [2] and augmented reality [3], [4], it is crucial to determine the pose of a calibrated camera. This is usually performed by analyzing \( n \) correspondences between 3D reference features and their 2D projections, where the features are either points or lines. When the point features are employed, it becomes the well-studied Perspective-n-Point (PnP) problem [5], [6], [7], [8]. Meanwhile for line features, it corresponds to the Perspective-n-Line (PnL) problem, which remains a challenging topic. Recent works such as [9] manifest that line feature carries rich information, thus plays an indispensable role in camera pose estimation. The aim of this paper is dedicated to studying the PnP problem.

When the number of line correspondences is three \((n = 3)\), it is known as the Perspective-3-Line (P3L) problem, and its solution plays a fundamental role in dealing with the general PnP problem. Given three 2D/3D line correspondences, we first derive a generic P3L polynomial by parameterizing the camera orientation with respect to the model coordinate frame as two rotation angles. It is known that the order of the general P3L polynomial is 8 [10], higher than that of the 4-th order P3P polynomial. To study the complexity of the P3L polynomial, it is necessary to carry out a complete 3D configuration analysis. Our analysis reveals that the order of the P3L polynomial can be reduced to 4, 2 or 1 depending on the 3D line configurations. We also show that a number of existing analyses can be included as addressing special cases of the complete picture. In particular, when three lines lie on a plane and form a triangle, the P3L problem degenerates to a P3P problem and produces a 4-th order polynomial.

When \( n \geq 4 \), there are many open issues: (a) The small line sets are sensitive to noise; (b) The computational complexity to discover the global optimum is expensive; (c) The outliers of 2D/3D line correspondences should be effectively detected and removed. To tackle these issues, a series of new PnL approaches are proposed in this paper, which can be classified into the following two categories:

(i) Subset-based PnL approach. An Accurate Subset-based PnL approach (ASPnL) is proposed here inspired by RPnP [7]. In this framework, lines are separated into triplets by selecting a rotation axis, then a sixteenth order cost function is constructed from a set of P3L polynomials, and an optimum solution is retrieved from its local minima. In the presence of an uncentred small set of \( n \) lines, the performance of ASPnL is significantly better than the state-of-the-art methods which are more prone to local minima. Nonetheless it is very sensitive to outliers. ASPnL is extended from our previous work [11].

(ii) A series of linear-formulation-based approaches. By exploring the similarity between PnP and PnP in terms of linear formulation, we propose a series of linear-formulation-based PnP approaches \((\text{LPnP})\) inspired by the state-of-the-art PnP methods including EPnP [5] and REPnP [8]. Although the linear-formulation based method is not robust to small line-set, it is efficient and able to deal with large line-set with up to 50% of outliers with the help of a built-in outlier removal module. Furthermore, the proposed linear-formulation-based approaches can be easily extended to deal with line and point correspondences simultaneously.

II. RELATED WORK

The problem of estimating camera pose from 2D/3D line correspondences has been addressed for more than two decades. There are six degrees of freedom for camera pose in 3D space. To get a finite set of camera pose solutions, at least three correspondences should be given because each correspondence offers two dimensions of constraint on the pose parameters [12]. In one of the earliest works, Dhomen et al. [13] proposed a closed-form solution for the P3L problem by a polynomial approach. To derive the P3L polynomial, 3D lines were transformed into a model coordinate system and 2D lines were transformed into a virtual image plane in the viewer coordinate system. Later, Chen [10] proposed to derive the P3L polynomial by introducing a canonical configuration. Unfortunately, the description of the overall rotation was unclear because three rotation axes in Eq.(4) of [10] were neither aligned with the camera coordinate frame nor aligned with the world coordinate frame, and some extra rotations were required to align the coordinate systems. For three lines in certain configurations, there exist special geometric properties.
which can be applied to reduce the complexity of the P3L problem. Caglioti [14] addressed a special case of the P3L problem where three lines lie in a common plane and intersect at a common point, which is called the planar 3-line junction perspective problem. Qin and Zhu [15] proposed a solution of another special situation of the P3L problem, where three lines form a Z-shape in space, i.e. two lines are parallel and the third line intersects with both of them. Recently, Zhang and Koch [16] addressed the problem of estimating vanishing point (i.e. camera orientation) in a Manhattan world where lines should be either parallel or orthogonal to each other. In this work, we will provide a complete analysis of all the special line configurations under a unified framework.

One well-known fact is that the solutions to the P3L problem are not uniquely determined [10]. Thus at least four line correspondences should be established for a unique pose solution. Generally, there are two kinds of approaches (iterative and non-iterative algorithms) to solve the pose estimation problem when a large number of correspondences are given. To optimize the pose solution, geometric errors (such as reprojection error) or algebraic errors should be minimized.

Liu et al. [17] proposed to estimate the camera orientation and then the translation in an iterative manner. Kumar and Hanson [18] proposed an improved iterative algorithm that estimates the camera orientation and translation simultaneously (named as R$_{and}$T). The iterative methods of [19], [20] can estimate the camera pose with either a weak perspective or a para-perspective camera model. These iterative algorithms require an initialization and may converge to a local minimum. Besides, in the absence of a good initialization, the computational cost of the iterative algorithms is generally high.

For non-iterative approaches, the most straightforward algorithm is the Direct-Linear-Transformation (DLT) algorithm [17], [21] which requires six or more line correspondences as input. An improved algorithm was presented in [22] that works for four or more line correspondences, by employing a lifting approach to convert the polynomial system to a linear system of the elements from the rotation matrix. This algorithm has $O(n^2)$ computational complexity and its performance is very sensitive to image noises. Phong et al. [23] presented a method for optimally estimating the camera pose by representing rotation and translation with a dual number quaternion. Recently, Mirzaei and Roumeliotis [24] presented an algebraic approach to estimate the global optimum of the camera pose. The algorithm is non-iterative and possesses $O(n)$ computational complexity. The rotation is represented by the Cayley-Gibbs-Rodriguez (CGR) parametrization in their work. After relaxing the constraints on the rotation matrix, three cubic equations with three unknowns are generated to form a polynomial system with 27 candidate solutions. In their latter work [25], they showed that the original polynomial system (i.e. without relaxation) consists of three 5-th order equations and one cubic equation with four unknowns, which yields 40 candidate solutions. In their work, the polynomial system was solved using algebraic geometry techniques and the optimal solution is chosen out of the candidates in a least-square sense. Nevertheless, the polynomial system is computationally very expensive, mainly due to the construction of the 120 $\times$ 120 Macaulay matrix. It also returns too many candidate solutions.

PnL is closely related to the PnP problem. Kneip et al. [26] proposed a novel P3P solution which computes the 3D transformation in one step. Zheng et al. [27] proposed an optimal global $O(n)$ solver using quaternion parametrization whose two-fold symmetry property was exploited. Kneip et al. [28] proposed an closed-form solution for generalized PnP, which unified the properties such as global optimality, linear complexity, completeness and singularity-free. Inspired by the success of the RPiP approach [7] for the PnP problem, the RnL approach was proposed in [11] which retrieved the optimal solution from a sixteenth order cost function.

Most of the proposed algorithms are designed to robustly estimate the camera pose when image noise exists. Yet, the problem of dealing with outliers in the 2D/3D line correspondences has not been directly handled. An independent preliminary step based on RANSAC [12] is generally required. The main drawback of this two stage strategy is that the efficiency of the PnL algorithm is not fully exploited. Most recently, Ferraz et al. [8] proposed an efficient PnP solution by integrating the outlier rejection within the pose estimation pipeline. We seek to similarly address the more challenging PnL problem in this paper.

In what follows we start by presenting the P3L problem.

III. THE PERSPECTIVE-3-LINE PROBLEM

A. The general P3L polynomial

The coordinate frames are defined as follows: The camera coordinate frame $O_x^cY^cZ^c$, the world coordinate frame $O^wX^wY^wZ^w$, and the model coordinate frame $O^mX^mY^mZ^m$ (which is an auxiliary coordinate frame sharing its origin with $O^wX^wY^wZ^w$). The rotation of the camera frame with respect to the model frame is denoted as $R_{cm}$, the rotation of the model frame with respect to the world frame is $R_{wm}$, and similarly $R_{cw}$ denotes the rotation of the camera frame with respect to the world frame, as $R_{cw} = R_{cm} R_{cw}$, with all these three rotations being 3 $\times$ 3 real matrices.

Given a calibrated camera and three reference lines $L_i \ (i \in \{0, 1, 2\})$ with their corresponding 2D projections on the image plane as $l_i$, the camera pose can be solved by utilizing these known 3D/2D correspondences ($L_i \leftrightarrow l_i$). The problem consists of two parts: estimating the rotation matrix $R_{cw}$ and the translation vector $t \in \mathbb{R}^3$. As will become clear later, the rotation matrix $R_{cw}$ is solved by exploiting the geometric constraints between the lines. In general, it involves solving nonlinear equations of 8-th order polynomials. The translation $t$ is then obtained by solving linear equations.

As illustrated in Fig.1, let $L_i = (v_i, P_i)$ be a 3D line, where $v_i \in \mathbb{R}^3$ is the normalized vector giving the direction of the line and $P_i \in \mathbb{R}^3$ is any point on the line. The coordinates of the line vector $v_i$ in the world, model and camera coordinate frames are denoted as $v_i^w$, $v_i^m$ and $v_i^c$, respectively. Here $v_i^w$ is known from the input, $v_i^m = R_{cw} v_i^w$ and $v_i^c = R_{cm} v_i^m$. Similarly, the coordinates of $P_i$ in the world, model and camera coordinate frames are denoted as $P_i^w$, $P_i^m$ and $P_i^c$, receptively. $P_i^w$ is known from the input, $P_i^m = R_{cw} P_i^w$, and
The projection of $L_i$ on the image plane as $l_i$, in which $p_{is}$ and $p_{ic}$ are the endpoints of $l_i$.

For a given $l_i$, its projection plane $\Pi_i$ is determined by the projection center $O_i$, $l_i$ and $L_i$. The normal of $\Pi_i$ is denoted as $n_i$. The coordinate of $n_i$ in the camera frame is denoted as $\mathbf{n}_i$ which can be easily calculated from the input $l_i$.

By selecting a 3D line $L_0$, we form the model coordinate frame $(O^mX^mY^mZ^m)$ whose $Z^m$-axis aligns with $v_0$ and whose origin is located at the origin of the world frame. The rotation matrix from the world frame to the model frame can be determined as $R_m^w = [e_1, e_2, v_0^w]$ where $e_1 \in \mathbb{R}^3$ and $e_2 \in \mathbb{R}^3$ are one pair of the orthogonal bases of the null space formed by the linear system $v_0^w e_i = 0$ ($i \in \{1, 2\}$).

Considering the constraint that the line $L_0$ lies on the projection plane $\Pi_0$, the unknown rotation matrix $R_m$ can be parameterized as

$$R_m = R' \cdot \text{Rot}(X, \alpha) \cdot \text{Rot}(Z, \beta),$$

where $R'$ is an arbitrary orthogonal rotation matrix whose first column $[r'_{11}, r'_{12}, r'_{13}]^T$ equals to $n_0^i$, $\text{Rot}(X, \alpha)$ denotes a rotation around the $X$-axis, and $\text{Rot}(Z, \beta)$ denotes a rotation around the $Z$-axis. Hence, $R_m$ can be determined by the two rotation angles $\alpha$ and $\beta$.

By using the geometric constraint that $v_i^c$ ($i = 1, 2$) should be perpendicular to the normal $n_i^c$ of the plane $\Pi_i$, we have the following two constraints

$$\begin{align*}
\mathbf{n}_i^c v_1^c &= n_{i1}^c R_m v_1^m = 0 \\
n_{i2}^c v_2^m &= n_{i2}^c R_m v_2^m = 0.
\end{align*}$$

Substituting Eq.(1) into Eq.(2), we have

$$\begin{align*}
\begin{cases}
\sigma_1 \cos \beta + \sigma_2 \sin \beta + \sigma_3 &= 0 \\
\sigma_4 \cos \beta + \sigma_5 \sin \beta + \sigma_6 &= 0,
\end{cases}
\end{align*}$$

where

$$\begin{align*}
\sigma_1 &= v_{y1} n'_{y1} \cos \alpha + v_{y1} n'_{z1} \sin \alpha + v_{x1} n'_{z1} \\
\sigma_2 &= v_{x1} n'_{y1} \cos \alpha + v_{x1} n'_{z1} \sin \alpha - v_{y1} n'_{z1} \\
\sigma_3 &= v_{z1} n'_{z1} \cos \alpha - v_{z1} n'_{y1} \sin \alpha \\
\sigma_4 &= v_{y2} n'_{y2} \cos \alpha + v_{y2} n'_{z2} \sin \alpha + v_{x2} n'_{z2} \\
\sigma_5 &= v_{x2} n'_{y2} \cos \alpha + v_{x2} n'_{z2} \sin \alpha - v_{y2} n'_{z2} \\
\sigma_6 &= v_{z2} n'_{z2} \cos \alpha - v_{z2} n'_{y2} \sin \alpha.
\end{align*}$$

By solving Eq.(3), we have

$$\cos \beta = \frac{\sigma_2 \sigma_6 - \sigma_3 \sigma_5}{\sigma_1 \sigma_5 - \sigma_2 \sigma_4}, \quad \sin \beta = \frac{\sigma_3 \sigma_4 - \sigma_1 \sigma_6}{\sigma_1 \sigma_5 - \sigma_2 \sigma_4},$$

By substituting Eq.(4) into $\cos^2 \beta + \sin^2 \beta = 1$, we have

$$(\sigma_2 \sigma_6 - \sigma_3 \sigma_5)^2 + (\sigma_3 \sigma_4 - \sigma_1 \sigma_6)^2 = (\sigma_1 \sigma_5 - \sigma_2 \sigma_4)^2.$$ (5)

By substituting $\sin^2 \alpha = 1 - \cos^2 \alpha$ into Eq.(5) and rearranging the terms, we have

$$\sum_{k=0}^{4} u_k \cos^k \alpha = \sin \alpha \sum_{k=0}^{3} v_k \cos^k \alpha,$$ (6)

where $u_k \in \mathbb{R}$ and $v_k \in \mathbb{R}$ are coefficients which can be computed from $n'_{x1}$, $n'_{y1}$, $n'_{z1}$, $n'_{x2}$, $n'_{y2}$ and $n'_{z2}$ for $i = 1, 2$.

Taking the squares of both sides of Eq.(6) and letting $x = \cos \alpha$, an eighth order polynomial can be constructed as:

$$f(x) = \sum_{k=0}^{8} \delta_k x^k = 0,$$ (7)

where $\delta_k \in \mathbb{R}$ can be computed from $u_k$ and $v_k$:

$$\begin{align*}
\delta_0 &= u_0^2 - v_0^2 \\
\delta_1 &= 2(u_0 u_1 - v_0 v_1) \\
\delta_2 &= u_2^2 + 2u_0 u_2 + v_0^2 - v_1^2 - 2v_0 v_2 \\
\delta_3 &= 2(u_0 u_3 + u_1 u_2 + v_0 v_1 - v_1 v_2 - v_0 v_3) \\
\delta_4 &= u_2^2 + 2u_0 u_4 + 2u_1 u_3 + v_1^2 + 2v_0 v_2 - v_2^2 - 2v_1 v_3 \\
\delta_5 &= 2(u_1 u_4 + u_2 u_3 + v_1 v_2 + v_0 v_3) \\
\delta_6 &= u_2^2 + 2u_0 u_4 + v_2^2 - v_3^2 + 2v_1 v_3 \\
\delta_7 &= 2(u_3 u_4 + v_2 v_3) \\
\delta_8 &= u_4^2 + v_3^2.
\end{align*}\quad (8)$$

Eq.(7) is called the P3L polynomial. Although for lines in some special configurations (such as orthogonal, parallel or intersection), a lower order of polynomial may be derived as discussed in the sequel (Sec.III-E), the P3L polynomial will not be lower than 8-th order for three spatial lines in general configurations. It is worth to point out that we decompose the overall rotation from the world frame to the camera frame into a sequence of simple rotations by an approach different from [10], [13]. Our decomposition is simpler than theirs despite the fact that the same constraints are enforced: the orthogonal constraint that the plane normal is orthogonal to the line direction, and the triangular constraint that the square sum of sine and cosine equals to 1.
B. Solving translation vector

After solving the rotation matrix, the translation vector \( t \) can be solved using the constraint that \( P^c_i \) should be perpendicular to \( n^c_i \), we have

\[
    n^c_i^T (R^c_m P^m_{i} + t) = 0 \quad (i = 0, 1, 2),
\]

based on which we have

\[
    N t = - \begin{bmatrix}
        n^T_0 R^c_m P^m_0 \\
        n^T_1 R^c_m P^m_1 \\
        n^T_2 R^c_m P^m_2
    \end{bmatrix},
\]

where \( N = [n^T_0 \; n^T_1 \; n^T_2] \). In general cases, \( \text{Rank}(N) = 3 \), the translation vector can be solved from Eq.(9). In a specific case that the three lines pass through a joint point in 3D space, or the projections of the lines form a junction, \( \det(N) = 0 \) and \( t \) has infinite amount of candidate solutions.

In the P3L problem, the rotation and translation are solved sequentially. Note that the rotation can be estimated even when the translation cannot be solved. Besides, the Euclidean transformation defined by \( (R^c_m, t) \) may transform the scene in front of the camera or behind it. Only the candidate solutions which transform the scene in front of the camera are of interest.

C. Comparing the P3P and P3L problems

The well-known P3P problem is equivalent to a specific P3L sub-case that lines lie on a plane and form a triangle (refer to Sec.III-E, case A.2.c). As can be seen in Fig.2, three lines \( L_i \) \( (i \in \{0, 1, 2\}) \) lie on a plane, and their intersections are \( P_{01}, P_{12} \) and \( P_{02} \). The intersections of \( l_i \) are \( p_{01}, p_{12} \) and \( p_{02} \). It can be easily proven that the feasible solutions of \( P3L(L_i, l_i) \) satisfy the constraints of \( P3P(P_{ij}, p_{ij}) \), and vice versa.

It is known that the maximum number of candidate solutions of P3L is 8, while that of P3P is 4. In order to discuss P3P and P3L in the same framework, let’s consider the P3P equation system first [29]:

\[
    \begin{align*}
        t_0^2 + t_2^2 - t_0 t_1 \cos \alpha_{01} &= d_{01}^2, \\
        t_1^2 + t_2^2 - t_1 t_2 \cos \alpha_{12} &= d_{12}^2, \\
        t_2^2 + t_0^2 - t_2 t_0 \cos \alpha_{20} &= d_{20}^2,
    \end{align*}
\]

in which \( t_i \) denotes the distance of point \( P_i (i = 0, 1, 2) \) to camera centre, \( d_{ij} \) denotes the length of edge \( P_i P_j \), and \( \alpha_{ij} \) denotes the angle \( \angle P_i O' P_j \). According to Bezout Theorem [30], the P3P equation system has at most 8 candidate solutions. It is noteworthy that the candidate solutions of P3P are symmetric. For any \( t = [t_0, t_1, t_2]^T \) being the solution of Eq.(10), \( -t \) is also a solution. By utilizing the symmetric property, the parameter space of P3P can be divided into 2 parts \( (t_0 > 0 \text{ and } t_0 < 0) \), and the complexity of Eq.(10) can be easily reduced to form a 4-th order polynomial [31].

Inspired by the symmetric property of P3P, let’s consider a question: Can we find a symmetric structure in the P3L parameter space to reduce the order of the P3L polynomial? The symmetric property of P3L is closely related to the parameterization of the solution and the 3D configuration of lines, which is discussed in what follows.

D. Symmetric property of the P3L problem

To investigate the symmetric property of the P3L problem, the solution of P3L can be parameterized into two different forms:

1. Rotation matrix \( R^c_w \): Parameterize the rotation matrix. For example, \( R^c_w \) can be parameterized as Euler angles, Quaternion or CGR parameter [32], [24]. In our solution for the general P3L polynomial, two rotation angles \( \alpha \) and \( \beta \) are used to parameterize \( R^c_w \).

2. Direction of the lines \( V^c \): Parameterize the line direction vectors \( V^c = [v^c_0, v^c_1, v^c_2] \) in the camera frame.

\( R^c_w \) is the final solution of P3L, while \( V^c \) is the intermediate solution which contributes to understand the geometry of the solution intuitively. Denoting the line direction vectors in the world frame as \( V^w = [v^w_0, v^w_1, v^w_2] \), according to the Euclidean transform, we have \( V^c = R^c_w V^w \). Since the direction of a line is symmetric, i.e. \( (v_i, P_i) \) and \( (-v_i, P_i) \) represent the same line, we have

\[
    V^c M = \Omega V^w,
\]

where \( \Omega \) is a possible rotation solution, and \( M \) is the symmetric kernel which has 8 possible combinations:

\[
    M \in \left\{ \begin{array}{l}
        \text{diag}[1, 1, 1], \quad \text{diag}[-1, -1, -1], \\
        \text{diag}[-1, 1, -1], \quad \text{diag}[1, -1, -1], \\
        \text{diag}[1, -1, 1], \quad \text{diag}[-1, 1, 1]
    \end{array} \right\}.
\]

Here, \( \text{diag}[m_1, m_2, m_3] \) means a diagonal matrix. Assuming that \( V^w \) is a full rank matrix, the candidate solution for \( R^c_w \) is

\[
    \Omega = V^c M (V^w)^{-1}.
\]

In different line configurations, only a subset of matrices in Eq.(11) ensures that \( \Omega \) is a rotation matrix in \( SO(3) \) [33], i.e.

\[
    SO(3) = \{ \Omega \in R^{3 \times 3}, \Omega^T \Omega = I, \det(\Omega) = 1 \}.
\]

From Eq.(12), we have

\[
    \det(\Omega) = \det(V^c M (V^w)^{-1}) = \det(M) \det(R^c_w).
\]
Since the determinant of a rotation matrix equals 1, we have \( \det(\mathbf{M}) = 1 \). Therefore, the number of possible \( \mathbf{M} \) is reduced to 4:

\[
\mathbf{M} \in \left\{ \begin{array}{c}
\text{diag}[1, 1, 1], \ 	ext{diag}[1, -1, -1], \\
\text{diag}[-1, 1, 1], \ 	ext{diag}[-1, -1, -1]
\end{array} \right\}.
\]

(13)

The 3D configuration of \( \mathbf{V}^w \) is closely related to the symmetric kernels \( \mathbf{M} \) in Eq.(12). Our primary results are as follows, and the proofs of following lemmas can be found in Sec.I of the supplementary material:

**Lemma 1:** When \( \mathbf{v}_0^w \perp \mathbf{v}_1^w, \mathbf{v}_0^w \perp \mathbf{v}_2^w \) and \( \mathbf{v}_2^w \perp \mathbf{v}_2^w \), the symmetric kernels in Eq.(12) are exactly the 4 possible candidates given in Eq.(13).

**Lemma 2:** When \( \text{rank}(\mathbf{V}^w) = 3, \mathbf{v}_0^w \perp \mathbf{v}_1^w, \mathbf{v}_0^w \perp \mathbf{v}_2^w \) and \( \mathbf{v}_2^w \perp \mathbf{v}_2^w \), the symmetric kernel in Eq.(12) can only be \( \mathbf{M} = \text{diag}[1, 1, 1] \).

**Lemma 3:** When \( \text{rank}(\mathbf{V}^w) = 2 \) and \( \mathbf{v}_0^w \not\parallel \mathbf{v}_1^w \not\parallel \mathbf{v}_2^w \), two full rank matrices can be constructed as:

\[
\mathbf{V}^c = [\mathbf{v}_0^c \times \mathbf{v}_1^c, \mathbf{v}_0^c, \mathbf{v}_1^c], \quad \mathbf{V}^w = [\mathbf{v}_0^w \times \mathbf{v}_1^w, \mathbf{v}_0^w, \mathbf{v}_1^w],
\]

The rotation solution is \( \mathbf{R}^c_w = \mathbf{V}^c \mathbf{M}(\mathbf{V}^w)^{-1} \) with symmetric kernel \( \mathbf{M} \in \{\text{diag}[1, 1, 1], \text{diag}[1, -1, -1]\} \).

E. A complete 3D configuration analysis

The complexity of the P3L polynomial and the geometrical attribute of the P3L solution are closely related to the 3D configuration of lines. In this section, we will provide a complete 3D configuration analysis from three aspects:

1. Junction: The complexity of the P3L polynomial is closely related to the condition that whether the three lines pass through a spatial joint point, or the projections of the lines form a junction.

2. \( \text{Rank}(\mathbf{V}^w) \): The rank of \( \mathbf{V}^w = [\mathbf{v}_0^w, \mathbf{v}_1^w, \mathbf{v}_2^w] \) has a direct impact on the number of P3L candidate solutions. When \( \text{Rank}(\mathbf{V}^w) = 1 \), all three lines are parallel in space and the P3L problem has infinite solutions. Therefore, we consider only two valid configurations: (i) \( \text{Rank}(\mathbf{V}^w) = 3 \) and (ii) \( \text{Rank}(\mathbf{V}^w) = 2 \).

3. Spatial relationship: The spatial relationships (orthogonal or parallel) between the 3D lines directly affect the symmetric property of the P3L solution space.

In what follows, we first divide the 3D configuration space of P3L into two classes according to whether the three lines form a junction. Each class is further split into two subspaces based on \( \text{Rank}(\mathbf{V}^w) \). Each subspace is then partitioned into several cases, where each case addresses a distinct scenario hinged on the relationship among the 3D lines. For each case, we analyze the complexity of the P3L polynomial and the maximum number of candidate solutions of \( \mathbf{R}^c_w \) by parameterizing the rotation matrix. In the following classification, the line direction vectors are expressed as \( \mathbf{v}_i, \mathbf{v}_j \) or \( \mathbf{v}_k \), where \( i, j, k \in \{0, 1, 2\} \) are indexes of the lines.

To emphasize the main results of the configuration analysis, in Tab.I we first summarize the maximum number of candidate solutions of the rotation matrix \( \mathbf{R}^c_w \) and the order of the simplified P3L polynomial. Detailed derivation can be found in the rest of this section as well as in Sec.II & III of the supplementary material.

**Class A: No Junction**

In this class, three lines do not form a junction in space or on the projection plane. Here the rotation matrix and the translation vector can be solved. The cases discussed in class A are listed in the first part of Tab.I. To illustrate the main strategy employed in our analysis, the solution of \( \mathbf{R}^c_w \) for case A.1.a is presented below.

**The solution of \( \mathbf{R}^c_w \):** Since three lines are orthogonal to each other in case A.1.a, we can form a model coordinate frame in which \( \mathbf{v}_0^w \) aligns to \( Z^m \)-axis, \( \mathbf{v}_1^w \) aligns to \( X^m \)-axis and \( \mathbf{v}_2^w \) aligns to \( Y^m \)-axis. We have \( \mathbf{v}_1^w = [1, 0, 0]^T \) and \( \mathbf{v}_2^w = [0, 1, 0]^T \). The constraint equation (3) can be simplified to

\[
\begin{align*}
\sigma_1 \cos \beta &+ \sigma_2 \sin \beta = 0 \\
\sigma_4 \cos \beta &+ \sigma_5 \sin \beta = 0,
\end{align*}
\]

with

\[
\begin{align*}
\sigma_1 &= n_{x1}^t \\
\sigma_2 &= n_{y1}^t \cos \alpha + n_{z1}^t \sin \alpha \\
\sigma_4 &= n_{x2}^t \cos \alpha + n_{z2}^t \sin \alpha \\
\sigma_5 &= -n_{x2}^t,
\end{align*}
\]

By solving Eq.(14), we have

\[
\sigma_1 \sigma_5 - \sigma_2 \sigma_4 = 0.
\]

By substituting \( \sin^2 \alpha = 1 - \cos^2 \alpha \) into it, we have

\[
u_2 \cos^2 \alpha + u_0 = u_1 \cos \alpha \sin \alpha.
\]

Taking the squares of both sides and defining \( x = \cos \alpha, y = \cos \alpha \), a 2-nd order polynomial can be constructed as:

\[
f(x) = \delta_2 x^2 + \delta_1 x + \delta_0 = 0.
\]

There exist at most two feasible solutions for \( \cos^2 \alpha \) and at most four feasible solutions for \( \cos \alpha \). For each candidate solution of \( \alpha \), there exist two symmetric solutions for \( \beta \) as Eq.(14) is homogeneous. Therefore, \( \mathbf{R}^c_w \) has at most \( 2 \times 2 \times 2 = 8 \) feasible solutions.

The P3L solution space for the other cases in class A can be analyzed similarly following the same strategy as above. Detailed analysis of these cases can be found in Sec.II of the supplementary material.

**Class B: Junction**

In this class, three lines all pass through a spatial joint point, or the projections of the lines meet at a junction. The rotation matrix can be solved, however the translation vector cannot be determined.

The parameterization of \( \mathbf{R}^c_w \) for the junction class is similar to that of the non-junction class. The difference is that here we introduce a virtual camera \( \mathbf{C}' \) (similar to the virtual camera in [34]) to simplify the complexity of the P3L polynomial. Let \( p^c_{\text{joint}} \) denote the junction of the three projected lines on the image plane. Now we create a virtual camera frame \( \mathbf{C}' \) whose image plane is perpendicular to the ray from the camera center \( O^c \) to the joint point \( p^c_{\text{joint}} \), and its \( Y'^c \)-axis aligns to \( \Pi_0 \) as shown in Fig.3. The virtual camera \( \mathbf{C}' \) shares its origin with
C. The projection of the joint point in $C'$ is denoted as $p_{\text{joint}}$ which is at the principal point of the virtual camera. Let the normal vector of $\Pi$, in $C'$ be $n_i^\prime$, we have $n_0^\prime = [1, 0, 0]^T$, $n_1^\prime = [n_{i1}', n_{i1}', 0]^T$, $n_2^\prime = [n_{i2}', n_{i2}', 0]^T$, because the optical axis of $C'$ passes through the junction. The rotation matrix $R_{C'}$ and $n_i^\prime$ can be directly calculated from the input.

Similar to Sec.III-A, a model coordinate frame $O''X''Y''Z''$ is created whose $Z''$-axis aligns with $v_0$. The solution is $R_w^c = R_{C'}R_w^cR_w^c$, where $R_{C'}$ and $R_w^c$ can be calculated easily. To solve $R_w^c$, we note that it can be parameterized as

$$R_{c}^w = \text{Rot}(X, \alpha)\text{Rot}(Z, \beta), \tag{16}$$

where $\text{Rot}(X, \alpha)$ denotes a rotation around the $X$-axis, and $\text{Rot}(Z, \beta)$ denotes a rotation around the $Z$-axis. By using the geometric constraint that $v_i^w (i = 1, 2)$ should be perpendicular to the normal of $\Pi_i$, we have

$$\begin{align*}
\mathbf{n}_i^c \cdot \mathbf{v}_j^c &= \mathbf{n}_i^c \mathbf{v}_j^c^T R_{c}^w \mathbf{v}_j^m = 0 \\
\mathbf{n}_j^c \cdot \mathbf{v}_j^c &= \mathbf{n}_j^c \mathbf{v}_j^c^T R_{c}^w \mathbf{v}_j^m = 0.
\end{align*} \tag{17}$$

The primary difference between class B and class A is that the third element of $n_i^c$ equals zero (i.e. $n_{z1}^c = 0$) in class B, so that the complexity of the P3L polynomial can be effectively simplified. The cases discussed in class B are listed in the second part of Tab.I. Detailed analysis of the P3L solution for this class is provided in Sec.III of the supplementary material.

### F. Discussion of the P3L solution

In this section we provide a complete analysis on three spatial lines configurations, which also connects the previous approaches under a unified framework: In [15], the situation of three lines in Z-shape configuration is addressed which turns to be a special situation of case A.2.b. Our derivation is also much simpler than the method in [15]. When the three lines form a triangle in space [35], it can be considered as a special situation of case A.2.c. In our case A.2.c, three lines are parallel to a common plane, but they are not necessary lying on the same plane. The method in case A.2.c is more general than P3P, but with the same complexity (a quartic polynomial), which offers an alternative approach for the P3P problem. Caglioti [14] focuses on the situation of three lines lying on the same plane and intersecting at a point to form a junction, which is a special situation of case B.2.c. In our case B.2.c, we find the maximum number of feasible rotation solutions is eight, while in [14] only two candidate solutions of the rotation matrix are obtained as it ignores the symmetric property of the line direction.

It must be pointed out that in our analysis, we only consider the line configurations in 3D space, their projections in the image plane are not completely addressed because elaborating all the situations would be cumbersome. In [29], the authors showed how complex it could end up with by enumerating all the configurations of three points and their projections for

### TABLE I

**Summary of the 3D configuration analysis.** "$^\#P3L" denotes the order of the simplified P3L polynomial, "$^\#R_{c}^w"" denotes the maximum number of candidate solutions of $R_{c}^w$. The indexes of lines are $i, j, k \in \{0, 1, 2\}$.

<table>
<thead>
<tr>
<th>Classes</th>
<th>Configurations</th>
<th>Case ID</th>
<th>Spatial Relationship</th>
<th>$^#P3L$</th>
<th>$^#R_{c}^w$</th>
</tr>
</thead>
<tbody>
<tr>
<td>No Junction</td>
<td>$\text{Rank}(V^w) = 3$</td>
<td>A.1.a</td>
<td>$v_i^w \parallel v_j^w, v_i^w \parallel v_k^w, v_i^w \parallel v_j^w$</td>
<td>2</td>
<td>8</td>
</tr>
<tr>
<td></td>
<td></td>
<td>A.1.b</td>
<td>$v_i^w \perp v_j^w, v_i^w \perp v_k^w, v_i^w \perp v_j^w$</td>
<td>4</td>
<td>8</td>
</tr>
<tr>
<td></td>
<td></td>
<td>A.1.c</td>
<td>$v_i^w \parallel v_j^w, v_i^w \perp v_k^w, v_i^w \perp v_j^w$</td>
<td>8</td>
<td>8</td>
</tr>
<tr>
<td></td>
<td>$\text{Rank}(V^w) = 2$</td>
<td>A.2.a</td>
<td>$v_i^w \parallel v_j^w, v_i^w \perp v_k^w$</td>
<td>1</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td></td>
<td>A.2.b</td>
<td>$v_i^w \parallel v_j^w, v_i^w \perp v_k^w$</td>
<td>2</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td></td>
<td>A.2.c</td>
<td>$v_i^w \parallel v_j^w, v_i^w \perp v_k^w$</td>
<td>4</td>
<td>8</td>
</tr>
<tr>
<td>Junction</td>
<td>$\text{Rank}(V^w) = 3$</td>
<td>B.1.a</td>
<td>$v_i^w \parallel v_j^w, v_i^w \parallel v_k^w, v_i^w \perp v_j^w$</td>
<td>1</td>
<td>8</td>
</tr>
<tr>
<td></td>
<td></td>
<td>B.1.b</td>
<td>$v_i^w \parallel v_j^w, v_i^w \perp v_k^w, v_i^w \perp v_j^w$</td>
<td>2</td>
<td>8</td>
</tr>
<tr>
<td></td>
<td></td>
<td>B.1.c</td>
<td>$v_i^w \parallel v_j^w, v_i^w \perp v_k^w, v_i^w \perp v_j^w$</td>
<td>4</td>
<td>8</td>
</tr>
<tr>
<td></td>
<td>$\text{Rank}(V^w) = 2$</td>
<td>B.2.a</td>
<td>$v_i^w \parallel v_j^w, v_i^w \perp v_k^w$</td>
<td>1</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td></td>
<td>B.2.b</td>
<td>$v_i^w \parallel v_j^w, v_i^w \perp v_k^w$</td>
<td>1</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td></td>
<td>B.2.c</td>
<td>$v_i^w \parallel v_j^w, v_i^w \perp v_k^w$</td>
<td>2</td>
<td>8</td>
</tr>
</tbody>
</table>
P3P, and they even gave up to present all their results of the two step geometric approach (c.f. Sec.5 of [29]). Since P3P is only a very special case of the more general P3L problem considered in our context, one can imagine how tedious it will be to enumerate all the configurations of lines both in 2D and 3D. Furthermore, at this point only the configuration of three lines are considered. [36] discussed some critical sets of n(> 3) line configurations and their maximum number of candidate solutions. In what follows we will focus on the more general scenarios of n > 3.

IV. PERSPECTIVE-N-LINE ALGORITHMS

In this section, we propose an Accurate Subset-based PnL solution (ASPnL), a series of linear-formulation-based PnL solutions, and an efficient O(1) camera pose refinement method.

A. Accurate Subset-based PnL Solution

Select a rotation axis to form the model frame: Given n reference lines \( L_i \) \((i = 1, \ldots, n)\) which are projected onto the normalized image plane as \( l_i \), we firstly select a line \( L_{i0} \) from \( \{ L_i \} \) as a rotation axis \( v_0 \), based on which the model coordinate frame \( O^m X^m Y^m Z^m \) is created (see Fig.1). Usually the line with the longest projection length \( |p_{xi} p_{yi}| \) is selected as the rotation axis because longer edges are less affected by noise on their endpoints. Furthermore, the line with the second longest projection length is selected as an auxiliary line \( L_{j1} \), so as to construct a polynomial equation system together with the rest of lines. The auxiliary line is introduced to keep the complexity of the proposed ASPnL algorithm linear in the number of line correspondences.

Determining the rotation axis: The line set \( \{ L_i \} \) can be divided into \( n - 2 \) triplets \( \{ L_{i0} L_{i1} L_{j}| j = 1, \ldots, n; j \neq i0 & j \neq i1 \} \). According to Eq.(7), each triplet yields an eighth order polynomial:

\[
\begin{align*}
    f_1(x) &= \sum_{k=1}^{8} \delta_{1k} x^k = 0 \\
    f_2(x) &= \sum_{k=1}^{8} \delta_{2k} x^k = 0 \\
    \vdots \\
    f_{n-2}(x) &= \sum_{k=0}^{8} \delta_{(n-2)k} x^k = 0.
\end{align*}
\]

Instead of directly solving the nonlinear equation system (18) by the linearization technique [22] that might lead to an inconsistent result from redundant equations, we explore the local minima of the system in terms of least-square residuals: A cost function \( F \) is defined as a square sum of the polynomials in Eq.(18), i.e., \( F = \sum_{i=1}^{n-2} f_i^2(x) \). The minima of \( F \) can be identified by finding the roots of its derivative \( F' = \sum_{i=1}^{n-2} f'_i(x) f_i(x) = 0 \). \( F' \) is a 15-th order polynomial which can be easily solved by the eigenvalue method [37].

Remark 1: The 16-th order polynomial \( F \) has at most eight local minima.

Proof: Assuming \( F \) has \( m \) stationary points, in which there are \( m_1 \) minima and \( m_2 \) maxima, \( m_1 + m_2 \leq m \). As there exists at least one maximum between two minima, we have \( m_1 - 1 \leq m_2 \). As the stationary points of \( F \) are the real roots of \( F' \), we have \( m \leq 15 \). Therefore, \( 2m_1 - 1 \leq m_1 + m_2 \leq 15 \), and we have \( m_1 \leq 8 \).

In general, there are only a few real roots among the minima. These real roots are chosen as the candidate solutions. As soon as \( x \) is solved, the rotation angle \( \alpha \) around the X-axis in Eq.(1) can be calculated and the rotation axis \( v_0 \) in the camera frame can be determined, i.e. \( \alpha = \mathbf{R}' \text{Rot}(X, \alpha)[0, 0, 1]^T \). The remaining unknown variables are the rotation angle \( \beta \) around the axis \( v_0 \) and the translation vector \( t \).

Solving the rotation angle and the translation vector: When the rotation axis \( v_0 \) (i.e. \( Z_m \) axis of the model coordinate frame) is determined, from Eq.(1), the rotation matrix from the camera to the model coordinate frame \( \mathbf{R}_m \) can be expressed as:

\[
\mathbf{R}_m = \mathbf{R'} \text{Rot}(Z, \beta)
\]

with \( \mathbf{R} = \mathbf{R'} \text{Rot}(X, \alpha), c = \cos \beta \) and \( s = \sin \beta \). Similar to the solution of P3L in Sec.III-A, we have the following constraints

\[
\mathbf{n}_i^T \mathbf{R}_m \mathbf{v}^m = 0, \quad \mathbf{n}_i^T (\mathbf{R}_m \mathbf{p}_m + \mathbf{t}) = 0,
\]

where \( \mathbf{t} = [t_x, t_y, t_z]^T \). For \( n \) lines, by substituting Eq.(19) into Eq.(20) and stacking these constraints, we get \( 2n \) homogeneous linear equations with parameter vector \( \mathbf{c}, \mathbf{s}, \mathbf{t} \), \( \mathbf{v}_i^m, \mathbf{R} \). Letting \( \mathbf{n}_i^T = [\hat{n}_i, \hat{n}_y, \hat{n}_z]^T, \mathbf{n}_i^T \mathbf{R} = \hat{\mathbf{n}}_i, \mathbf{R}_m = \hat{\mathbf{R}}_m = \mathbf{R}_m, \mathbf{p}_m = \hat{\mathbf{p}}_m = \mathbf{p}_m \) and \( \mathbf{v}_i^m = [v_{xi}, v_{yi}, v_{zi}]^T \), we have:

\[
\begin{bmatrix}
    \mathbf{U}_1 & \mathbf{U}_2
\end{bmatrix} \begin{bmatrix}
    c & s & t_x & t_y & t_z
\end{bmatrix} = 0,
\]

in which

\[
\begin{align*}
    \mathbf{U}_1 &= \begin{bmatrix}
        \cdots & \cdots & \cdots & \cdots & \cdots \\
        \hat{n}_{xi} v_{xi} + \hat{n}_{yi} v_{yi} - \hat{n}_{zi} v_{zi} & \hat{n}_{yi} v_{xi} - \hat{n}_{zi} v_{zi} & \hat{n}_{xi} v_{yi} - \hat{n}_{yi} v_{zi} & \cdots & \cdots
    \end{bmatrix} \\
    \mathbf{U}_2 &= \begin{bmatrix}
        0 & 0 & 0 & \hat{n}_{xi} v_{zi} & -n_{xi} v_{zi} & -n_{yi} v_{zi} - n_{zi} v_{zi} & \cdots & \cdots & \cdots
    \end{bmatrix}
\end{align*}
\]

The rotation angle \( \beta \) and the translation vector \( \mathbf{t} \) can be estimated by solving this linear system in Eq.(21) with SVD. Then, the rotation matrix from the camera frame to the world frame is computed as \( \mathbf{R}_w = \mathbf{R}_m \mathbf{R}_m^T \). The estimated rotation matrix \( \mathbf{R}_w \) is further refined using the method described in Sec. IV-C and the translation vector \( \mathbf{t} \) can be determined by Eq.(27). Then we have a few candidate solutions corresponding to the minima of the polynomial system in Sec.IV-A. For each candidate, we evaluate its orthogonal error

\[
E_{or} = \sum_{i=1}^{n} (\mathbf{n}_i^T \mathbf{R}_m \mathbf{v}^m)^2
\]

and select the one with the smallest \( E_{or} \) as our final solution.

Discussion: In Sec.III-E, a series of P3L polynomials are derived for distinct configurations. If the line configuration is known, we can simplify the complexity of the polynomial system. For example, for Manhattan world configuration where
all spatial lines are either parallel or orthogonal to each other, the polynomials of case A.1.a and case A.2.a can be employed to simplify the cost function $F$ which leads to at most two local minima. For planar configuration where all spatial lines lie on a plane, the polynomial of case A.2.c can be employed to reduce the maximum number of local minima to four. For the joint configuration, where all lines form a junction, the polynomial of case B.1.c can be employed to produce at most four local minima. In general, without constricting the spatial lines to any specific configuration, the general P3L polynomial of 8-th order can be used to form the cost function $F$ and to find the global minimum as the final solution.

The philosophy of the proposed ASPnL approach is closely related to the previous works for perspective-$n$-point problem [38], [35], [39], in which $n$ points are divided into a set of triplets, then unreasonable solutions are eliminated by examining consistency among the triplets’ solutions. This idea can be regarded as a “bottom up” approach. In [38], [35], all 3-point subsets are solved individually, then a random sampling scheme or the Hough transform method are used to find the most consistent solution. Meanwhile [38] and [35] fail to incorporate the global information of all the $n$ points in an equation system for a more accurate result. In [39], the P3L polynomials of the subsets are stacked together to form a system of nonlinear equations, and a linearization technology is used to solve the equations, however the local minimum problem stemming from the underlying nonlinear equations is not considered.

On the other hand, the key parameter directly related to the multiple candidate solutions of P3L and the local minima of PnL is the rotation angle $\alpha$. To illustrate the relationship between the candidate solutions of the P3L polynomial $f_1$ in Eq.(18) and the local minima of the cost function $F = \Sigma f_i^2$, let’s consider a simplified case which contains only two 3-line subsets with corresponding P3L polynomials $f_1$ and $f_2$. Assuming that each $f_j$ has only two local solutions: the solutions of $f_1$ are $(\alpha_1^a, \alpha_1^b)$, and the solutions of $f_2$ are $(\alpha_2^a, \alpha_2^b)$. The curves of $f_1^2$, $f_2^2$ and $F = \Sigma f_i^2$ are plotted in Fig.4. Clearly the local minima of $F$ depend on the solutions of $f_i$. Moreover, the local minimum of $F$ locating between $\alpha_1^a$ and $\alpha_1^b$ is lower than the other local minimum locating between $\alpha_1^b$ and $\alpha_2^b$, despite the fact that the individual values of $f_1(\alpha_1^a)$, $f_1(\alpha_1^b)$, $f_2(\alpha_2^a)$, and $f_2(\alpha_2^b)$ are all the same. This is because the distance between $\alpha_1^a$ and $\alpha_2^a$ is smaller, which indicates these two triplets are more agreeable to each other. In practice, $f_1$ has at most eight possible solutions, and $F = \Sigma f_i^2$ has at most eight local minima accordingly (see Remark.1). These local minima of $F$ are examined one by one, so that an optimal solution can be ensured as the output of our ASPnL method.

### B. Linear-formulation-based PnP Solutions

PnP problem is closely related to the well studied PnP problem. Recently, the state-of-the-art PnP solver OREnPn [8] has been shown to be robust against not only image noise but also outliers. Meanwhile most existing PnL solvers are not as stable to outliers. This inspires us to propose a series of approaches based on linearized PnL formulation, among them several are quite robust to outliers. We start by revisiting the similarity between PnP and PnL problem.

**PnP Linear Formulation:** Let a 3D reference point be $P^n_i = [x^n_i, y^n_i, z^n_i]^T$ in the world frame, which is denoted as $P^n_i = [x^n_i, y^n_i, z^n_i]^T$ in the camera frame. The corresponding 2D projection of the point on the image plane is $u_i = [u_i, v_i]^T$. By perspective projection constraint we have

$$
\begin{bmatrix}
\lambda_i u_i \\
\lambda_i v_i \\
\lambda_i
\end{bmatrix} = A
\begin{bmatrix}
x_i^c \\
y_i^c \\
z_i^c
\end{bmatrix},
$$

where $\lambda_i \in \mathbb{R}$ is an unknown scaling factor, and $A$ is a $3 \times 3$ projection matrix. By substituting the third row of (23) into the first two rows, the scaling factor $\lambda_i$ can be eliminated and we are left with two constraints equations for each point correspondence $P_i \leftrightarrow u_i$. To solve this problem, the unknown camera pose can be parametrized in two forms:

(i) The camera pose can be parameterized by a $3 \times 3$ rotation matrix $R^w_i$ and a $3 \times 1$ translation vector $t_i$, which leads to a 3D point $P^n_i = R^w_i P^w_i + t_i$. The elements in $R^w_i$ and $t_i$ can be vectorized to form an unknown vector $x = [r_1, r_2, \cdots, r_9, t_x, t_y, t_z]^T$ of size $12 \times 1$ (where $r_i$ are the elements of $R^w_i$ in column-major order). By concatenating constraint equations of $n$ point correspondences, a linear system is obtained

$$
M x = 0.
$$

where $M$ is a $2n \times 12$ matrix, and every two rows of $M$ corresponds to a projection constraint defined in Eq.(23).

The result of Eq.(24) is obtained with the standard DLT method [21].

(ii) The camera pose can also be expressed as four control points $\{C_j^n\}$, $j = 1 \cdots 4$ as in [5], and each 3D point $P^n_i$ can be expressed as barycentric coordinates $\alpha_{ij}$, i.e. $P^n_i = \sum_{j=1}^{4} \alpha_{ij} C^n_j$. By concatenating the coordinates of control points $\{C^n_j\}$ we have a vector $x = [C^n_1^T \cdots C^n_4^T]^T$ of size $12 \times 1$. It yields a linear system with the same form of Eq.(24) that uncovers the linear formulation of [5], [8].
PnP Linear Formulation: Let the endpoints of the \( i_{th} \) 3D reference line be \((P_i^w, Q_i^w)^T\) in the world frame and \((P_i^c, Q_i^c)^T\) in the camera frame. Camera observation of the line can be expressed as a projection plane passing through the camera center and the line. Let the normal of the \( i_{th} \) projection plane be \( n_i \), and we have the two constraints for each line
\[
\begin{align*}
\mathbf{n}_i^T \mathbf{P}_i^c &= 0 \\
\mathbf{n}_i^T \mathbf{Q}_i^c &= 0.
\end{align*}
\] (25)

Similar to PnP problem, we have the following two options to construct a linear system for PnL:

(i) The camera pose can be parameterized as rotation \( R \) and translation \( t \). We have \( P_i^c = R_i^c R_i^w P_i^w + t \) and \( Q_i^c = R_i^c Q_i^w + t \). By vectorizing the elements in \( R_i^c \) and \( t \), and concatenating the constraint equations of \( n \) line correspondences, we have a linear system of the same form as Eq.(24).

(ii) Inspired by [5], [8], we express the end points of a line by barycentric coordinates \( P_i^c = \sum_{j=1}^{4} \alpha_{ij} C_j^c \) and \( Q_i^c = \sum_{j=1}^{4} \beta_{ij} C_j^w \). By concatenating the coordinates of control points \( C_j^c \) we have an unknown vector \( x = [C_1^c \cdots C_4^c]^T \) of size 12 \( \times \) 1, which yields a linear system in the same form as Eq.(24).

Null Space and Solution: The solution of the linear system Eq.(24) resides in the null space of \( M \). In noise free case, the rank of null-space of \( M \) is one for \( n \geq 6 \). Meanwhile in real-world application, the rank of null-space of \( M \) could be zero due to noise and outliers. Furthermore, the solution is supposed to satisfy the geometric constraints among the elements of \( x \). There exist several strategies to solve \( Mx = 0 \), with the two commonly used ones listed below:

(a) The eigenvector corresponding to the smallest eigenvalue is considered as the solution of \( x \), which is a least square solution of Eq.(24) without considering the geometric constraints among the elements of \( x \), i.e. the same as DLT [21].

(b) A subset of eigenvectors \( \{\Gamma_k\} \) with the smallest eigenvalues are considered as the “effective null space” [5]. With the size of effective null space being 1, 2, 3 or 4, the solution is then expressed as \( x = \sum_k \eta_k \Gamma_k \) as a linear combination of the effective null space. The coefficients \( \eta_k \) can be determined by an optimization scheme to enforce the geometric constraints among the elements of \( x \), i.e. in [5] the constraints are the pair distances between the control points. A discussion about the size of effective null space can be found in Sec.V of the supplemental material. A maximum number of 4 eigen vectors are suitable for PnL problem. It is interesting to mention that for PnP problem of multi-camera system, the maximum number of 5 null space vectors yields good result, and more details can be found in [40].

Outlier Removal: Inspired by [8], we design an outlier removal scheme for PnP problem, where the camera pose is iteratively optimized by minimizing the following objective
\[
x = \arg \min_x \| \mathbf{W}(x) \mathbf{M} x \|^2 \\
s.t. \| x \|^2 = 1,
\]
where \( \mathbf{W}(x) = \text{diag}(\cdots w_i, w_i, \cdots) \) is a diagonal matrix of size \( 2n \times 2n \) whose diagonal elements depend on \( x \). \( w_i \) can be either 1 or 0, where \( w_i = 1 \) means that the corresponding 2D/3D line correspondence is an inlier and \( w_i = 0 \) means the correspondence is an outlier. Let the residual vector be \( \mathbf{M} x = [\tau_1 \cdots \tau_{2n}]^T \), and \( \epsilon_i(x) = [||\tau_{2i-1} - \tau_{2i}||] \) be the residual of \( i_{th} \) line correspondence given \( x \). The elements of \( \mathbf{W}(x) \) are updated as follows
\[
w_i = \begin{cases} 
1 & \text{if } \epsilon_i(x) \leq \tau^* \\
0 & \text{otherwise}
\end{cases}
\]
where \( \tau^* \) is a threshold to determine whether a correspondence is an inlier or an outlier. We set \( \tau^* = \rho Q_{\kappa \%}(\epsilon_1 \cdots \epsilon_n) \), where \( \rho \) is a real number coefficient, and \( Q_{\kappa \%} \) denotes a value to threshold off the lowest \( \kappa \% \) data from the majority 1 – \( \kappa \% \) data. Empirically we found that \( \rho = 2 \) and \( \kappa = 30 \) yield satisfying robustness. \( x \) and \( \mathbf{W}(x) \) are updated iteratively until the target function \( ||\mathbf{W}(x)\mathbf{M}x||^2 \) cannot be further minimized. Empirically the algorithm often converges within 5 iterations.

A series of new Linear-formulation-based PnP approaches are introduced here by combining the options mentioned above. They are

(1) LPnP_DLT_LS: Here \( x \) is parameterized using \( R_i^c, t \), and the linear system \( \mathbf{M} x = 0 \) is solved by the least square solver. This approach corresponds to the standard DLT approach for the PnP problem [21].

(2) LPnP_DLT_ENull: Here \( x \) is parameterized using \( R_i^c, t \), and then be solved by the effective null space solver.

(3) LPnP_Bar_LS: Here \( x \) is parameterized with the barycentric coordinates, and the linear system is solved by the least square solver.

(4) LPnP_Bar_ENull: Here \( x \) is parameterized with the barycentric coordinates, and the linear system is solved by the effective null space solver. This approach corresponds to EPnP+GN [5] for the PnP problem.

(5) RL_PnP_LS: This is the robust variant of LPnP_Bar_LS\(^4\) with outlier removal module. The geometric constraints among the elements of \( x \) are not enforced in the iterations as in [8]. This approach is corresponding to REPPnP [8] for the PnP problem.

(6) RL_PnP_ENull This is the robust variant of LPnP_Bar_ENull with outlier removal module. The geometric constraints of \( x \) are enforced in each iteration.

Extension to Lines and Points: As the linear formulations of PnP and PnP have the same form of Eq. (24), our LPnP method can be easily extended to deal with lines and points simultaneously by concatenate the linear system of lines and points. Then the problem can be solved the same as mentioned above.

C. Camera Pose Refinement

It is more accurate (and unfortunately also more time consuming) to optimize the rotation and translation parameters simultaneously than to optimize the rotation only [18]. By

\(^3\)Please refer to supplemental material Sec. IV for pseudo-code.

\(^4\)Generally speaking, the performances of Bar based methods are similar/better than that of DLT based methods. Therefore, in the robust variant RL_PnP we consider only Bar based methods for concise.
expressing the translation vector in term of the rotation parameters in a least-square sense, the optimization can be efficiently performed on only three rotation parameters. Moreover, it can be used for both n-lines and n-points. We parameterize \( \mathbf{x} \) using rotation and translation, and the linear system can be split into two parts

\[
\begin{bmatrix}
  \mathbf{A} & \mathbf{B}
\end{bmatrix}
\begin{bmatrix}
  \mathbf{r} \\
  \mathbf{t}
\end{bmatrix} = \mathbf{0},
\]

(26)

Eq. (26) can be written in the following form \( \mathbf{A} \mathbf{r} = -\mathbf{B} \mathbf{t} \), and the least-square solution of \( \mathbf{t} \) is

\[
\mathbf{t} = - (\mathbf{B}^T \mathbf{B})^{-1} \mathbf{B}^T \mathbf{A} \mathbf{r},
\]

(27)

Substituting Eq. (27) into Eq. (26), we have

\[
\mathbf{D} \mathbf{r} = \mathbf{0},
\]

(28)

where \( \mathbf{D} = \mathbf{A} - (\mathbf{B}^T \mathbf{B})^{-1} \mathbf{B}^T \mathbf{A} \) is a \( 2n \times 9 \) matrix.

Let the rotation \( \mathbf{R}_w^o = \mathbf{R}_w^T \Delta \mathbf{R} \), where \( \mathbf{R}_w^o \) is the initial rotation, and \( \Delta \mathbf{R} \) is the compensation rotation. We express \( \Delta \mathbf{R} \) using CGR parameterization [24], [32]. It is known that the CGR parameter degenerates when the rotation angle is \( \pi/2 \), whereas it is stable in our application as \( \mathbf{R}_w^o \) is supposed to be near \( \mathbf{R}_w^o \) and the rotation angle of \( \Delta \mathbf{R} \) is small.

Let \( \mathbf{s} = [s_1, s_2, s_3]^T \) be the CGR parameter vector, we have \( \Delta \mathbf{R} = \Delta \tilde{\mathbf{R}} / (1 + \mathbf{s}^T \mathbf{s}) \), where the elements of \( \Delta \tilde{\mathbf{R}} \) are vectorized in column major order as \( s_1^2 - s_2^3 - s_3^2 + 1, 2s_1s_2 + 2s_3, 2s_1s_3 - 2s_2, 2s_1s_2 - 2s_3, -s_2^3 + s_1^3 - s_3^2 + 1, 2s_2s_3 + 2s_1, 2s_1s_3 + 2s_2, 2s_2s_3 - 2s_1, -s_1^3 - s_2^3 + s_3^2 + 1 \). Then a cost function \( F \) is constructed as the squared sum of Eq. (28).

\[
F(s_1, s_2, s_3) = \mathbf{r}^T \mathbf{D}^T \mathbf{D} \mathbf{r}.
\]

As \( \mathbf{r} \) can be expressed using the CGR parameter, \( F \) contains three unknowns (s1, s2, s3) of order 4, thus the solution can be obtained by optimizing the cost function \( F \). The optimization process can be efficiently performed using the Newton method: (1) initialize with \( s_0 \); (2) for each iteration \( k \), compute the gradient vector \( \nabla F \) and the Hessian matrix \( \mathbf{H} \); (3) iteratively update \( s_{k+1} = s_k - \mathbf{H}^{-1} \Delta F \) until convergence or the iteration number exceeds a threshold. This iterative refinement process can be carried out in a very short time, because no matter how large the number of lines \( n \) is, the size of \( \mathbf{D}^T \mathbf{D} \) is constant, and the complexity for each iteration is \( O(1) \).

V. EXPERIMENTS

A. Experiments with synthetic data

Given a virtual perspective camera with image size 640 \times 480 pixels and focal length 800 pixels, the 3D reference lines are randomly generated in the camera coordinate frame. In the centred case, the 2D projections of the end-points of the 3D lines spread in region \( [0, 640] \times [0, 480] \) pixels on image plane. In the uncentred case, the 2D projections of the end-points of the 3D lines scatter in region \( [0, 320] \times [0, 240] \) pixels on image plane. The depth of the lines are randomly distributed in range \([4, 8]\) m in the camera coordinate frame. Different levels of random noise are added to the end point locations of the projected image lines. The outliers are incorrect 3D/2D correspondences generated by randomly selecting correspondences between the 3D and 2D features. All the plots are created by running 500 independent simulations. The implementations of our proposed methods are available on website.\(^6\)

The error metric is defined the same as in [7], [8], \( \mathbf{t}_{\text{true}} \) and \( \mathbf{t}_{\text{true}} \) denotes the ground truth rotation and translation, and \( \mathbf{R} \) the estimated results. Rotation error is defined as \( \text{Err}_R = \max(\angle(\mathbf{R}_{\text{true}}(:, i), \mathbf{R}(:, i)) \ (i = 1, 2, 3)) \), where \( : \) follows the Matlab indexing notation, and \( \angle(\cdot, \cdot) \) denotes the measured angle distance between the \( i_{th} \) column vectors of \( \mathbf{R}_{\text{true}} \) and \( \mathbf{R} \). Translation error \( \text{Err}_t = ||\mathbf{t} - \mathbf{t}_{\text{true}}|| / ||\mathbf{t}_{\text{true}}|| \). An estimation is counted as correct when \( \text{Err}_R < 5 \) deg, and \( \text{Err}_t < 5\% \).

The following methods are compared: Ansar [22], Bronislav [41], Mirzaei [25], ASPnL described in Sec. IV-A, and the Linear-formulation-based solutions described in Sec. IV-B.

(i). Centred and Uncentred Cases: The accuracy of the compared methods in outlier-free case is shown in row (a) and (b) of Fig. 5. Generally speaking, ASPnL is the most accurate algorithm in both centred and uncentred cases. The performances of ENull based methods come in second. Experimental results show that the accuracies of LPnL_Bar_ENull and LPnL_DLT_ENull are similar. For the LS based methods, LPnL_Bar_LS outperforms LPnL_DLT_LS. The observation suggests that the least square solution of the barycentric coordinate based equation system is better than that of the DLT based equation system. On the other hand, the effective null space of both Bar and DLT based equation system are similar. The accuracies of the LS based methods degenerate significantly in uncentred case, but the ENull based methods perform well in both centred and uncentred cases, and it is as accurate as ASPnL when \( n > 10 \). In uncentred case, the primary difficulty lies in the local minima problem. Experimental results suggest that the least-square solver is prone to local minima, while the effective null space solver is an effective tool to boost the performance of linear-formulation-based PnP solver against local minima problem. We also observe that Bronislav achieves relatively higher rotation accuracy than other LS based methods in uncentred case when \( n > 16 \), and it may due to the advantage of using of Plucker Coordinates. While Bronislav needs at least 9 lines. (ii). Noisy Small Line-set: The PnP solutions are prone to be unstable when the inputs are noisy small line-sets, i.e. \( n = 4 \) or 5. As can be seen in row (c) and (d) of Fig. 5, when \( n = 4 \), the performance of ASPnL is significantly better than others, and Mirzaei comes in second, meanwhile the rest methods fail. The correct rate of ASPnL is around 94% when the image noise \( \sigma \) reaches 10 pixels, and that of Mirzaei is about 77%. When \( n = 5 \), ASPnL, Mirzaei and the ENull based methods perform robustly, in which ASPnL is the best in both accuracy and correct rate.

(iii). Outliers: In the outliers case, the following methods are compared: RANSAC3, RANSAC4, ASPnL. Bronislav [41], Mirzaei [25], ASPnL described in Sec. IV-A, and the Linear-formulation-based solutions described in Sec. IV-B.

Fig. 5

SYNTHETIC EXPERIMENTAL RESULTS. \( n \) DENOTES THE NUMBER OF LINES, AND \( \sigma \) DENOTES THE STANDARD DEVIATION OF IMAGE NOISE. IN ROW (A) AND (B), THE ACCURACIES OF THE COMPARED METHODS ARE TESTED IN CENTRED AND UNCENTRE CASES BY VARYING \( n \) FROM 4 TO 20. IN ROW (C) AND (D), THE ROBUSTNESS AGAINST NOISY SMALL LINE-SET IS TESTED WITH \( n = 4 \) OR 5, AND \( \sigma \) VARIES FROM 1 TO 15 PIXELS. IN ROW (E) AND (F), THE ROBUSTNESS AGAINST OUTLIERS IS TESTED IN CENTRED AND UNCENTRED CASES BY VARYING OUTLIER RATE FROM 5% TO 60%.

\( \text{Ansar} \), \( \text{Bronislav} \), \( \text{Mirzaei} \), \( \text{ASPnL} \), \( \text{RLPnL\_LS} \) and \( \text{RLPnL\_ENull} \). In \text{RANSAC3} our P3L solver is used in the RANSAC strategy, and in \text{RANSAC4 ASPnL} with \( n = 4 \) is used. As can be seen in row (e) and (f) of Fig. 5, \text{ASPnL} and \text{Mirzaei} are not robust to outliers, but \text{RLPnL\_ENull} achieves satisfying performance with reasonable amount of outliers. In the centred case, the correct rate of \text{RLPnL\_ENull} is 93% with 50% outliers. In the uncentred case, the performance of \text{RLPnL\_ENull} is
Camera pose estimation using lines and points, $n$ denotes the number of features in which 50% are lines and 50% are points. $\sigma$ denotes the standard deviation of image noise. The experiments are tested in centred case. In row (A), the accuracy is tested by varying $n$ from 8 to 40. In row (B), the robustness against outliers is tested by varying outlier rate from 5% to 60%.

(b) \( \sigma = 5 \)  
$n=100$, outlier rate: 5%-60%

Fig. 6

Running Time. In (a), running time is tested by varying $n$ from 10 to 350 in outlier-free case. In (b), $n = 100$ and the outlier rate varies from 5% to 60%.

(iv). Efficiency: The running time of the compared methods in outlier-free case is shown (a) of Fig. 7. We can see that the linear-formulation-based methods are very efficient, and the running time of ASPnL and Mirzaei grows linear with respect to $n$. Ansar is time consuming for large line-set as the algorithm is $O(n^2)$. In outlier case, as shown in (b) of Fig. 7, the linear-formulation-based methods are the most efficient in the comparison list. RANSAC3 with our P3L solver is efficient when the outlier rate $\leq 40\%$, and its running time increases to 138 ms when the outlier rate reaches 60%.

B. Using Lines and Points

The experiments for pose estimation from lines and points are shown in Fig. 6. PnX denotes Perspective-n-X, where “X” denotes both line and point features. The compared methods are: LPnX_DLT_LS, LPnX_DLT_ENull, LPnX_Bar_LS, LPnX_Bar_ENull, RLPnX_LS, and RLPnX_ENull. These methods are corresponding to their PnL counterparts. The number of features evaluated is $n$, and in our test 50% are lines and 50% are points. Fig. 6 (a) shows that in outlier-free case LPnX_Bar_LS outperforms LPnX_DLT_LS as the Barycentric coordinate is used, while the performances of LPnX_DLT_ENull and LPnX_Bar_ENull are similar. Fig. 6 (b) shows the robustness of the compared methods against outliers. The correct rate of RLPnX_ENull slowly decreases when the outlier rate increases. We observe that it is helpful to improve the pose estimation performance by combining point features: In Fig. 5 (e), RLPnL_LS endures 35%-40% outliers using only line features, but in Fig. 6 (b), RLPnX_LS endures up to 45% outliers by using points and lines simultaneously.

C. Experiments with real images

In order to compare the PnL solutions in real situations, we apply the algorithms on a set of images with known 3D line model. For each image, we extract lines using the LSD line detector [42], then establish the correspondences between the image lines and the 3D line model. We test the compared algorithms by using 4, 5 and all the available line correspondences. In order to demonstrate the accuracy of the results, we reproject the 3D line model into the image by using the estimated camera pose. Fig. 8 shows the reprojection results on a sampled image from the image set. As shown in Fig. 8, when using only four pairs of 2D/3D line correspondences, only ASPnL robustly estimates the camera pose, i.e. the 3D line model is correctly projected into the
image. When using five pairs of correspondences, both ASPnL and Mirzaei estimate the camera pose accurately. If all the available line correspondences are used, then all the compared methods can accurately estimate the camera pose. In Sec.VII of supplementary material, we also test the performance of the compared methods when outliers exist and the performance of the proposed algorithm in real time applications.

VI. CONCLUSION

In this paper, we first derive a generic 8-th order P3L polynomial to characterize the basic building block of PnL involving only three spatial lines. The solution of this P3L subproblem is discussed by a complete investigating of three spatial lines in all possible configuration scenarios. In our analysis, the 3D configuration of the P3L problem is divided into 12 cases, and the order of the P3L polynomial can be further reduced to 4 or 2 in different cases. The analysis includes a number of previous works as special P3L configurations in a unified framework. The well-know P3P problem can also be regarded as a special sub-case of case A.2.c in Sec.III-E.

For the n-line problem, we propose a series of PnL solutions, and all of them have their advantages and disadvantages: (i) ASPnL is accurate and efficient to the noisy small line set \((3 < n \leq 5)\) in both centred and uncentred cases as it explores the local minima. But this solution is not robust to outliers. (ii) RL.PnL.LS is robust and very efficient for large line set \((n \geq 100)\) with upto 35% outliers in centred case, but it is not stable in uncentred case. RL.PnL.ENull is significantly more robust and accurate than RL.PnL.LS in both centred and uncentred cases as it explores the effective null space. But RL.PnL based methods are not suitable for small line-set. (iii) Besides, though the RL.PnL based methods are efficient and robust to outlier, they are not guaranteed to converge to a global optimum, and cannot guaranty 100% correct rate when the outlier rate is more than 40%. Meanwhile the P3L based RANSAC method achieves 100% correct rate with even upto 60% outliers, and this observation again highlights the significance of the P3L solution analysis.

In practice, we suggest a combination of the above mentioned methods to fully utilize their advantages: When \(n < 10\) use ASPnL, otherwise use RL.PnL.ENull. If the outlier rate is high, P3L based RANSAC is necessary.

The work presented in this paper is of both theoretical and practical interests. The solution analysis of the P3L problem reveals the complexity of the problem for different cases with respect to the maximum number of solutions \((R_w^c)\) and the order of the simplified P3L polynomial. The proposed PnL algorithms are suitable for applications that need to handle either a small or a large number of line correspondences, such as the line feature based object tracking or camera localization in augmented reality.
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